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Why NLO?

As we have already seen in many talks in this workshop*, 
NLO (in QCD) predictions for SM processes can help in 
understanding collider events
* In particular in the talk by our experimental colleague, Richard Cavanaugh

For BSM physics, NLO corrections are usually not first 
priority. However, they are needed for precision measurements 
of couplings etc., to discriminate between models.

Doing these calculations by hand is a lot of work

Many parts of a NLO calculation (if not all!) can be 
automated these days...
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Real and Virtual 
corrections

Contributions to a NLO computation

Real emission -> IR divergent

(UV-renormalized) virtual corrections
-> IR divergent

Born contribution (finite)

After integration, the sum of all contributions 
is finite (for infrared-safe observables)
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σNLO =
∫

m+1
d(d)σR +

∫

m
d(d)σV +

∫

m
d(4)σB
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Subtraction terms

Include subtraction terms to make real 
emission contributions and virtual 
contributions separately finite

Both contributions can be integrated 
numerically
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σNLO =
∫

m+1

[
d(4)σR − d(4)σA

]
+

∫

m

[
d(4)σB +

∫

loop
d(d)σV +

∫

1
d(d)σA

]

ε=0
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FKS subtraction

FKS subtraction: Frixione, Kunszt & Signer.
Standard subtraction method in MC@NLO and 
POWHEG, but can also be used for ‘normal’ 
NLO computations

Also known as “residue subtraction”

Based on using plus-distributions to regulate the 
infrared divergences of the real emission matrix 
elements
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FKS for beginners
Easiest to understand by starting from real emission:
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dσR =
∑

ij

Sij |Mn+1|2dφn+1

∑

ij

Sij = 1

Partition the phase space in such a way that each 
partition has at most one soft and one collinear singularity

Use plus distributions to regulate the singularities

dσR = |Mn+1|2dφn+1

dσ̃R =
∑

ij

(
1
ξi

)

+

(
1

1− yij

)

+

ξi(1− yij)Sij |Mn+1|2dφn+1

1
ξ2
i

1
1− yij

ξi = Ei/
√

ŝ
yij = cos θij

|Mn+1|2                blows up like                    with 
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FKS for beginners

Definition plus distribution
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dσ̃R =
∑

ij

(
1
ξi

)

+

(
1

1− yij

)

+

ξi(1− yij)Sij |Mn+1|2dφn+1

One event has maximally three counter events:

Soft:

Collinear:

Soft-collinear: ξi → 0 yij → 1

yij → 1

ξi → 0

∫
dξ

(
1
ξ

)

+

f(ξ) =
∫

dξ
f(ξ)− f(0)

ξ
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FKS for beginners

Definition plus distribution
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One event has maximally three counter events:

Soft:

Collinear:

Soft-collinear: ξi → 0 yij → 1

yij → 1

ξi → 0

∫
dξ

(
1
ξ

)

ξcut

f(ξ) =
∫

dξ
f(ξ)− f(0)Θ(ξcut − ξ)

ξ

dσ̃R =
∑

ij

(
1
ξi

)

ξcut

(
1

1− yij

)

δO

ξi(1− yij)Sij |Mn+1|2dφn+1
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Subtraction terms

This defines the subtraction terms for the reals

They need to be integrated over the one parton 
(analytically) and added to the virtual corrections

“Almost all” contributions to a NLO cross section 
are tree-level

All formulae can be found in the MadFKS paper, 
arXiv:0908.4247
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σNLO =
∫

m+1

[
d(4)σR − d(4)σA

]
+

∫

m

[
d(4)σB +

∫

loop
d(d)σV +

∫

1
d(d)σA

]

ε=0
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MadFKS
Automatic FKS subtraction within the MadGraph/
MadEvent framework

Given the (n+1) process, it generates the real, all the 
subtraction terms and the Born processes

For a NLO computation, only the finite parts of the 
virtual corrections needed from the user

Phase-space integration integrates (n) and (n+1) body 
processes at the same time

So far, only implemented for e+e- collisions, but no 
difficulties foreseen in hadronic initial states
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Optimization
Each phase space partition can be run completely 
independent of all the others  -> genuine parallelization

MadFKS uses the symmetry of the matrix elements to 
reduce the number of phase space partitions:

adding multiple gluons does not increase the complexity 
of the subtraction structure

Within each phase space partition: usual MadGraph 
‘Single diagram enhanced multi-channel’ phase space 
integration, but using the Born diagrams

Born amplitudes are computed only once for each event, 
and used for the Born and collinear, soft and soft-collinear 
counter events
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δO aS = bS ξcut = ξmax ξcut = 0.3 ξcut = 0.1 ξcut = 0.01

useenergy=.true.

2

1.0 3.5988 ± 0.0146 3.6173 ± 0.0122 3.6190 ± 0.0140 3.6126 ± 0.0141

1.5 3.6085 ± 0.0126 3.5942 ± 0.0143 3.5956 ± 0.0115 3.5989 ± 0.0133

2.0 3.6127 ± 0.0121 3.6122 ± 0.0158 3.6020 ± 0.0147 3.5956 ± 0.0144

0.6

1.0 3.6196 ± 0.0142 3.6012 ± 0.0139 3.5888 ± 0.0142 3.5833 ± 0.0130

1.5 3.5941 ± 0.0123 3.6012 ± 0.0139 3.6009 ± 0.0138 3.6047 ± 0.0114

2.0 3.6066 ± 0.0120 3.6111 ± 0.0117 3.6053 ± 0.0110 3.5950 ± 0.0150

0.2

1.0 3.6350 ± 0.0151 3.5927 ± 0.0145 3.5813 ± 0.0128 3.5811 ± 0.0146

1.5 3.6020 ± 0.0119 3.6086 ± 0.0133 3.6104 ± 0.0127 3.5993 ± 0.0119

2.0 3.5815 ± 0.0140 3.5966 ± 0.0136 3.5938 ± 0.0121 3.6079 ± 0.0125

0.06

1.0 3.6053 ± 0.0202 3.5998 ± 0.0181 3.5988 ± 0.0122 3.6088 ± 0.0165

1.5 3.6144 ± 0.0161 3.5986 ± 0.0140 3.5847 ± 0.0119 3.5884 ± 0.0126

2.0 3.5990 ± 0.0166 3.6016 ± 0.0158 3.6014 ± 0.0147 3.6191 ± 0.0133

useenergy=.false.

2

1.0 3.6078 ± 0.0164 3.6149 ± 0.0162 3.6145 ± 0.0158 3.6085 ± 0.0140

1.5 3.5695 ± 0.0156 3.5841 ± 0.0180 3.5975 ± 0.0165 3.5986 ± 0.0142

2.0 3.5921 ± 0.0125 3.6260 ± 0.0211 3.6034 ± 0.0134 3.6007 ± 0.0149

0.6

1.0 3.5891 ± 0.0199 3.5786 ± 0.0164 3.6084 ± 0.0232 3.5956 ± 0.0151

1.5 3.6083 ± 0.0152 3.5944 ± 0.0136 3.6040 ± 0.0123 3.6018 ± 0.0147

2.0 3.5838 ± 0.0141 3.5633 ± 0.0154 3.5964 ± 0.0129 3.5920 ± 0.0158

0.2

1.0 3.5976 ± 0.0171 3.5790 ± 0.0166 3.5702 ± 0.0155 3.6155 ± 0.0132

1.5 3.5804 ± 0.0163 3.5925 ± 0.0136 3.6012 ± 0.0137 3.6091 ± 0.0138

2.0 3.5978 ± 0.0148 3.5749 ± 0.0144 3.5825 ± 0.0128 3.5902 ± 0.0145

0.06

1.0 3.6122 ± 0.0170 3.5942 ± 0.0158 3.5743 ± 0.0146 3.5962 ± 0.0167

1.5 3.6064 ± 0.0198 3.5977 ± 0.0136 3.6047 ± 0.0115 3.5886 ± 0.0123

2.0 3.5971 ± 0.0169 3.6018 ± 0.0136 3.5991 ± 0.0148 3.6040 ± 0.0148

Table 1: Cross section (in pb) and Monte Carlo integration errors for the (n + 1)-body

process e+e− → Z → uūggg. See the text for details.

expect them to do if they would follow the Gaussian law typical of integrals of
ordinary functions (while a subtracted cross section is actually a distribution). This

gives us confidence on the fact that Vegas estimates correctly the integration errors.
We have also checked that the cross section is independent of the choice of the

function h (see eqs. (6.5) and (4.23)); since the numerical effects are even smaller
than those reported in table 1, we refrain from presenting the corresponding results

34

Our ‘benchmark process’: 
e+e- -> Z -> uubar ggg    
((n+1)-body)

Result is independent of 
internal (non-physical) 
parameters

Also the integration 
uncertainty is 
independent of the choice 
for the internal 
parameters

run-time: 1-4 minutes for 
each integration channel
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1.5 3.5695 ± 0.0156 3.5841 ± 0.0180 3.5975 ± 0.0165 3.5986 ± 0.0142

2.0 3.5921 ± 0.0125 3.6260 ± 0.0211 3.6034 ± 0.0134 3.6007 ± 0.0149

0.6

1.0 3.5891 ± 0.0199 3.5786 ± 0.0164 3.6084 ± 0.0232 3.5956 ± 0.0151

1.5 3.6083 ± 0.0152 3.5944 ± 0.0136 3.6040 ± 0.0123 3.6018 ± 0.0147

2.0 3.5838 ± 0.0141 3.5633 ± 0.0154 3.5964 ± 0.0129 3.5920 ± 0.0158
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1.0 3.5976 ± 0.0171 3.5790 ± 0.0166 3.5702 ± 0.0155 3.6155 ± 0.0132
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Table 1: Cross section (in pb) and Monte Carlo integration errors for the (n + 1)-body

process e+e− → Z → uūggg. See the text for details.

expect them to do if they would follow the Gaussian law typical of integrals of
ordinary functions (while a subtracted cross section is actually a distribution). This

gives us confidence on the fact that Vegas estimates correctly the integration errors.
We have also checked that the cross section is independent of the choice of the

function h (see eqs. (6.5) and (4.23)); since the numerical effects are even smaller
than those reported in table 1, we refrain from presenting the corresponding results

34

3.6086± 0.0051

3.6007± 0.0053

Six-fold increase of the statistics:
Our ‘benchmark process’: 
e+e- -> Z -> uubar ggg    
((n+1)-body)

Result is independent of 
internal (non-physical) 
parameters

Also the integration 
uncertainty is 
independent of the choice 
for the internal 
parameters

run-time: 1-4 minutes for 
each integration channel
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Compared to the Born the error is only 1.9-4.5 times 
larger with the same statistics*

15* 2 exceptions; ttbbg: 7 & ttgggg: 9

Parameters used:

• aS = bS = 1.5

• useenergy=.true.

• δO = 0.6

• ξcut = 0.1

• P...0 directory not included (negligible small in these cases).

• For massless final state partons
√

ŝ = 100 GeV, for the tt̄ processes
√

ŝ = 500 GeV and for
the SUSY process (mt̃1

= 400 GeV, mg̃ = 400 GeV)
√

ŝ = 1 TeV.

• For the Higgs process mH = 120 GeV

• b quarks are considered massive and not taken into account in the jet finding algorithm, i.e.,
they are “open” quarks.

• all runs use the “external” vegas routines.

The integration channels are completely parallelized and can be run independently from each
other on different machines. Typical run times for the (n + 1)-body process e+e− → Z → uūggg
are a couple of minutes for each channel on a desktop machine.

(n + 1)-body process cross section NFKS

iterations
Nch ε

× points

e+e− → Z → uūgg (0.4144 ± 0.0006 (0.15%))×102 3 10 × 50k 6 0.536

e+e− → Z → uūggg (0.3601 ± 0.0014 (0.38%))×101 3 10 × 50k 18 0.167

e+e− → Z → uūgggg (0.8869 ± 0.0054 (0.61%))×10−1 3 10 × 350k 52 0.031

e+e− → γ∗/Z → jjjj (0.1801 ± 0.0002 (0.12%))×103 14 10 × 50k 56 0.520

e+e− → γ∗/Z → jjjjj (0.1529 ± 0.0004 (0.26%))×102 30 10 × 50k 328 0.171

e+e− → γ∗/Z → jjjjjj (0.3954 ± 0.0015 (0.38%))×100 55 10 × 350k 2450 0.033

e+e− → Z → tt̄gg (0.1219 ± 0.0003 (0.24%))×10−1 3 10 × 10k 6 0.899

e+e− → Z → tt̄ggg (0.1521 ± 0.0013 (0.83%))×10−2 3 10 × 10k 18 0.708

e+e− → Z → tt̄gggg (0.1108 ± 0.0031 (2.76%))×10−3 3 10 × 20k 52 0.427

e+e− → Z → tt̄bb̄g (0.1972 ± 0.0024 (1.23%))×10−4 4 10 × 10k 16 1.000

e+e− → Z → tt̄bb̄gg (0.2157 ± 0.0029 (1.34%))×10−4 5 10 × 10k 120 0.824

e+e− → Z → t̃1˜̄t1ggg (0.3712 ± 0.0037 (1.00%))×10−8 3 10 × 10k 18 0.764

e+e− → Z → g̃g̃ggg (0.1584 ± 0.0020 (1.23 %))×10−1 2 10 × 10k 9 0.753

µ+µ− → H → gggg (0.1404 ± 0.0005 (0.34 %))×10−7 1 10 × 50k 2 0.559

µ+µ− → H → ggggg (0.2575 ± 0.0018 (0.69 %))×10−8 1 10 × 50k 4 0.165

µ+µ− → H → gggggg (0.1186 ± 0.0008 (0.70 %))×10−9 1 10 × 350k 9 0.031

Table 1: Cross section and Monte Carlo integration uncertainties for various processes.
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Further optimization
(not yet used)

The results presented here do not use possible optimization 
related to

running the important integration channels with higher 
statistics

using the Monte Carlo to sum over the helicities of the 
external particles

Diagram information is only used for defining the 
integration channels: use recursive relations for the rest?

More improvements possible for treatment of massive 
quarks: under investigation
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Sqrt(s)=100 GeV

ren. & fac. scales 
equal to Z mass

kt jet clustering 
with Ycut=(10 
GeV)2

Finite part of 
virtual 
correction not 
included
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Figure 1: Differential spectra for the first three partonic processes listed in table 2.

The histograms for the latter two processes have been rescaled (by a factor of 9 and 250

respectively) in order to fit into the layout. We present thrust, C parameter, and the

energy and polar angle of the leading jet.

order not to neglect possible charge asymmetries).

As discussed in sect. 6.2, we integrate the n-body matrix elements at the same
time as the (n + 1)-body ones. On an event-by-event basis, we can therefore obtain

both the NLO and the LO contributions. We have checked that the latter is, for
all processes, fully consistent with the one predicted by standard MadGraph. If one

switches off in MadGraph the optimizations relevant to the separate treatment of
different integration channels, our LO computation has the same statistical accuracy
as that in standard MadGraph. More importantly, if we only integrate the Born

contributions to the processes listed in table 2 with the same number of points as
that used for the NLO contributions (distributed equally among the possibly smaller

number of integration channels), the resulting integration uncertainties are a relative
factor 1.9 to 4.5 smaller than those relevant to the NLO results presented here.

38

Same runs as in the table: no ‘smoothing’ of the plots

fine binning, and smooth results
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Full NLO

Of course, to get the total NLO results the finite parts 
of the virtual corrections should be included as well

Les Houches interface available

Working interfaces to BLACKHAT and ROCKET for 
the finite part of the virtual corrections

Many thanks to Daniel Maitre and Giulia Zanderighi
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Some Results...
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Some Results...
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Some Results...
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Some Results...
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Some Results...
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Some Results...
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To conclude
For any QCD NLO computation (SM & BSM) MadFKS 
takes care of:

Generating the Born, real emission, subtraction terms, 
phase-space integration and overall management of 
symmetry factors, subprocess combination etc.

External program(s) needed for the (finite part of the) loop 
contributions (so far working with BlackHat and Rocket; 
we are working on an interface with Cuttools)

Your codes are more than welcome!

Next step is to include the initial state subtraction terms

With the shower subtraction terms, interface to parton 
showers to generate automatically unweighted events at 
NLO is doable
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